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INTRODUCTION 

On Saturday, October 27, 2018, a 46-year-old man armed with an AR-
15 semi-automatic rifle and three handguns entered the unlocked front door 
of the Tree of Life Congregation in Pittsburgh, Pennsylvania and  
systematically murdered eleven congregants, wounded two others, and 
injured four responding law enforcement officers.1 Five minutes before 
police were notified of the shooting, the gunman posted on his social media 
account, “I can’t sit by and watch my people get slaughtered . . . Screw your 
optics, I’m going in.”2 The shooter littered his Gab page with anti-Semitic 

 
 *. J.D., Seton Hall University School of Law; M.S., Columbia University Graduate School of 
Journalism; B.A., New York University. The Author wishes to thank her family for acting as a sounding 
board for the ideas set forth in this Article, and especially her grandmother, whose endurance through 
extreme hatred served as the inspiration for this Article. 
 1. Campbell Robertson, Christopher Mele & Sabrina Tavernise, 11 Killed in Pittsburgh 
Synagogue Massacre; Suspect Charged With 29 Counts, N.Y. TIMES (Oct. 27, 2018), 
https://www.nytimes.com/2018/10/27/us/active-shooter-pittsburgh-synagogue-shooting.html. 
 2. Dakin Andone, Jason Hanna, Joe Sterling, & Paul P. Murphy, Hate Crime Charges Filed in 
Pittsburgh Synagogue Shooting That Left 11 Dead, CNN (Oct. 29, 2018), https://www.cnn.com/2018/ 
10/27/us/pittsburgh-synagogue-active-shooter/. 
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jargon, including a bio that read, “jews are the children of satan.”3 Gab, a 
social media network that promotes virtually total freedom of speech, is an 
alternative to Facebook and Twitter, and has found devotees amongst a more 
conservative user base.4 

The vast majority of Americans have accounts on at least one social 
media platform.5 And these social media users report increasing online 
harassment based on inherent personal qualities.6 There are a problematically 
large number of websites, social networking pages, and forums that are 
increasingly used to promote malignant rhetoric.7 Sixty-two percent of 
Americans surveyed viewed online harassment “as a major problem,” and 
seventy-nine percent feel that online services “have a duty to step in when 
harassment occurs on their platforms.”8 Because what commences as hate 
speech on social media often leads to hate crimes in person.9 

This Article will address the conundrum of the rising plight of hate 
speech on social media platforms and propose a framework for combatting 
the upsurge of bias online. Part I will delve into the history of the law 
governing hate speech as crafted by United States Supreme Court 

 
 3. 11 Dead, 6 Injured in Pittsburgh Synagogue Shooting, JEWISH TELEGRAPHIC AGENCY (Oct. 
27, 2018), https://www.jta.org/2018/10/27/top-headlines/least-4-reported-dead-pittsburgh-synagogue- 
shooting. 
 4. Alex Kantrowitz, This New Social Network Promises Almost Total Free Speech to Its Users, 
BUZZFEED NEWS (Sept. 9, 2016), https://www.buzzfeednews.com/article/alexkantrowitz/new-social- 
network-gab-growing-fast-free-speech. 
 5. Social Media Fact Sheet, PEW RESEARCH CTR. (June 12, 2019), http://www.pewinternet. 
org/fact-sheet/social-media/. 
 6. Online Hate and Harassment: The American Experience, ANTI-DEFAMATION LEAGUE, 
https://www.adl.org/onlineharassment (last visited Dec. 11, 2019) [hereinafter Online Hate and Harassment]. 
 7. Social Media Must Do More to Thwart Subculture of Hate Fueling Lone Wolf Terrorism - 
Simon Wiesenthal Center Debuts 2012 Digital Hate Report, SIMON WIESENTHAL CTR. (Mar. 27, 2012), 
http://www.wiesenthal.com/about/news/social-media-must-do-more-to.html [hereinafter Social Media 
Must Do More]. 
 8. Maeve Duggan, Online Harassment 2017, PEW RESEARCH CTR. (July 11, 2017), 
http://www.pewinternet.org/2017/07/11/online-harassment-2017/?utm_source=AdaptiveMailer&utm_ 
medium=email&utm_campaign=17-7-11%20Online%20Harassment&org=982&lvl=100&ite=1409&lea= 
303148&ctr=0&par=1&trk=. 
 9. A hate crime is “a traditional offense like murder, arson, or vandalism with an added element 
of bias.” Hate Crimes, FBI, https://www.fbi.gov/investigate/civil-rights/hate-crimes (last visited Dec. 11, 
2019). “The FBI has defined a hate crime as a ‘criminal offense against a person or property motivated in 
whole or in part by an offender’s bias against a race, religion, disability, sexual orientation, ethnicity, 
gender, or gender identity.’” Id. See Rachel Hatzipanagos, How Online Hate Turns Into Real-Life 
Violence, WASH. POST (Nov. 30, 2018), https://www.washingtonpost.com/nation/2018/11/30/how-
online-hate-speech-is-fueling-real-life-violence/?utm_term=.902d0038dfcc (explaining how “online 
messages can turn into real-life violence”).  
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jurisprudence.10 Part II will explore the expansion of hate speech online.11 
Part III explains the need for change and sets forth an agenda for legal and 
regulatory reform.12 Finally, this Article concludes by briefly summarizing 
this paradox.13 

I. THE HISTORY OF HATE SPEECH AND FIRST AMENDMENT JURISPRUDENCE 

The First Amendment of the Bill of Rights provides that: “Congress 
shall make no law respecting an establishment of religion, or prohibiting the 
free exercise thereof; or abridging the freedom of speech, or of the press; or 
the right of the people peaceably to assemble, and to petition the government 
for a redress of grievances.”14 The Fourteenth Amendment extended this 
freedom to the individual states.15 

The First Amendment does not protect all speech.16 What it does protect 
is speech that is integral to advancing the marketplace of ideas.17 In his 
dissent in Abrams v. United States, Justice Oliver Wendell Holmes, Jr. wrote: 

But when men have realized that time has upset many fighting 
faiths, they may come to believe even more than they believe the 
very foundations of their own conduct that the ultimate good 
desired is better reached by free trade in ideas—that the best test 
of truth is the power of the thought to get itself accepted in the 
competition of the market, and that truth is the only ground upon 
which their wishes safely can be carried out. That at any rate is the 
theory of our Constitution. It is an experiment, as all life is an 
experiment.18 

 
 10. See infra Part I. 
 11. See infra Part II. 
 12. See infra Part III. 
 13. See infra pp. 34–35. 
 14. U.S. CONST. amend. I. 
 15. U.S. CONST. amend. XIV; Incorporation Doctrine, LEGAL INFO. INST., 
https://www.law.cornell.edu/wex/incorporation_doctrine (last visited Dec. 11, 2019). 
 16. Chaplinksy v. New Hampshire, 315 U.S. 568, 571–72 (1942) (“[I]t is well understood that 
the right of free speech is not absolute at all times and under all circumstances. There are certain well 
defined and narrowly limited classes of speech, the prevention and punishment of which have never been 
thought to raise any Constitutional problem.” (footnotes omitted)). 
 17. “The marketplace of ideas refers to the belief that the test of the truth or acceptance of ideas 
depends on their competition with one another and not on the opinion of a censor, whether one provided 
by the government or by some other authority.” David Schultz, Marketplace of Ideas, THE FIRST 
AMENDMENT ENCYCLOPEDIA  (last updated June 2017),  https://www.mtsu.edu/first-amendment/article/ 
999/marketplace-of-ideas. 
 18. Abrams v. United States, 250 U.S. 616, 630 (1919) (Holmes, J., dissenting). 
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He continued, explaining that “we should be eternally vigilant against 
attempts to check the expression of opinions that we loathe and believe to be 
fraught with death, unless they so imminently threaten immediate 
interference with the lawful and pressing purposes of the law that an 
immediate check is required to save the country.”19 

Hate speech is speech that is perceived as harmful and offensive to racial 
or religious minorities or other historically disempowered groups.20 It is 
“used as [a] weapon[] to ambush, terrorize, wound, humiliate, and 
degrade.”21 The United States Supreme Court has rendered numerous 
decisions on hate speech.22 These decisions constructed the constitutional 
framework for determining what speech is permissible and what speech can 
be criminalized. 

A. Incitement to Imminent Lawless Action 

Hate speech can only be criminalized if it is an “incitement to imminent 
lawless action,”23 or it “communicate[s] a serious expression of an intent to 
commit an act of unlawful violence to a particular individual or group of 
individuals.”24 

The Supreme Court developed the “clear and present danger” test in a 
1919 case.25 In Schenck v. United States, Justice Holmes wrote that “[t]he 
question in every case is whether the words used are used in such 
circumstances and are of such a nature as to create a clear and present danger 
that they will bring about the substantive evils that Congress has a right to 
prevent.”26 This test instructed courts to look to the probable results of the 
speech, irrespective of whether the results actually occurred.27 This permitted 
the Court to uphold a conviction for two individuals who published a 
newspaper criticizing World War I.28 There, Justice Holmes again wrote that 
“it is impossible to say that it might not have been found that the circulation 
of the paper was in quarters where a little breath would be enough to kindle 

 
 19. Id. 
 20. MARI J. MATSUDA ET AL., WORDS THAT WOUND: CRITICAL RACE THEORY, ASSAULTIVE 
SPEECH, AND THE FIRST AMENDMENT 1 (1993). 
 21. Id. 
 22. See infra Parts I.A–I.C. 
 23. Brandenburg v. Ohio, 395 U.S. 444, 449 (1969). 
 24. Virginia v. Black, 538 U.S. 343, 359 (2003) (citing Watts v. United States, 394 U.S. 705, 
708 (1969)). 
 25. Schenck v. United States, 249 U.S. 47, 52 (1919). 
 26. Id. 
 27. Id. 
 28. Frohwerk v. United States, 249 U.S. 204, 210 (1919). 
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a flame and that the fact was known and relied upon by those who sent the 
paper out.”29 

But during the same year, in his dissent in Abrams, Justice Holmes 
explained that there is no doubt that “the United States constitutionally may 
punish speech that produces or is intended to produce a clear and imminent 
danger that it will bring about forthwith certain substantive evils that the 
United States constitutionally may seek to prevent.”30 He opined that “we 
should be eternally vigilant against attempts to check the expression of 
opinions that we loathe and believe to be fraught with death, unless they so 
imminently threaten immediate interference with the lawful and pressing 
purposes of the law that an immediate check is required to save the 
country.”31 Thus, he added the mandate of immediacy by stating that “[i]t is 
only the present danger of immediate evil or an intent to bring it about that 
warrants Congress in setting a limit to the expression of opinion where 
private rights are not concerned.”32 

Yet in a 1917 case before the United States Court of Appeals for the 
Second Circuit, Judge Rodgers suggested a different approach, opining that 
instead of pondering the probable results of the speech, courts should only 
consider the direct results.33 In a 1951 case, the Court adopted a previous 
statement by then Chief Judge Learned Hand, who stated that courts must 
“ask whether the gravity of the ‘evil,’ discounted by its improbability, 
justifies such invasion of free speech as is necessary to avoid the danger.”34 
This modified the Court’s original “clear and present danger” test.35 Now, a 
conviction could still stand if the harm was significant, even if the risk was 
diminutive. But six years later, the Court distinguished Dennis by holding 
that there was a “distinction between advocacy of abstract doctrine and 
advocacy directed at promoting unlawful action.”36 

One year later, in 1952, in an opinion penned by Justice Frankfurter, the 
Court upheld an Illinois criminal libel law that made it illegal to publish or 
exhibit any writing or picture portraying the “depravity, criminality, 
unchastity, or lack of virtue of a class of citizens of any race, color, creed or 

 
 29. Id. at 209. 
 30. Abrams v. United States, 250 U.S. 616, 627 (1919) (Holmes, J., dissenting). 
 31. Id. at 630. 
 32. Id. at 628. 
 33. Masses Pub. Co. v. Patten, 246 F. 24, 38 (2d Cir. 1917). 
 34. Dennis v. United States, 341 U.S. 494, 510 (1951) (quoting United States v. Dennis, 183 
F.2d 201, 212 (2d Cir. 1950)). 
 35. Schenck v. United States, 249 U.S. 47, 52 (1919). 
 36. Yates v. United States, 354 U.S. 298, 318 (1957). 
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religion.”37 He explained that while “the possibility of abuse is a poor reason 
for denying Illinois the power to adopt measures against criminal libels 
sanctioned by centuries of Anglo-American law,” the statute in question was 
not impermissibly broad or vague.38 The Court expounded that: “Libelous 
utterances not being within the area of constitutionally protected speech, it is 
unnecessary, either for us or for the State courts, to consider the issues behind 
the phrase ‘clear and present danger.’”39 Thus, this provided that the First 
Amendment may not protect hate speech that violates libel law. 

It was not until 1969 in Brandenburg v. Ohio—a case involving a Ku 
Klux Klan (KKK) leader who was convicted under an Ohio statute for 
“advocat[ing] . . . the duty, necessity, or propriety of crime, sabotage, 
violence, or unlawful methods of terrorism as a means of accomplishing 
industrial or political reform” as well as “voluntarily assembl[ing] with any 
society, group, or assemblage of persons formed to teach or advocate the 
doctrines of criminal syndicalism”—that the Court refined its incitement 
test.40 There, the Court held that 

the constitutional guarantees of free speech and free press do not 
permit a State to forbid or proscribe advocacy of the use of force 
or of law violation except where such advocacy is directed to 
inciting or producing imminent lawless action and is likely to 
incite or produce such action.41  

This concept can be broken down into four requisite elements: (1) intent to 
incite lawless action; (2) intent to incite lawless action imminently; (3) 
likelihood of inciting lawless action; and (4) likelihood of inciting lawless 
action imminently. The Court found that a “statute which fails to draw this 
distinction impermissibly intrudes upon the freedoms guaranteed by the First 
and Fourteenth Amendments” by “sweep[ing] within its condemnation 
speech which our Constitution has immunized from governmental control.”42 
The concurrence distinguished that the “line between what is permissible and 
not subject to control and what may be made impermissible and subject to 
regulation is the line between ideas and overt acts.”43 

 
 37. Beauharnais v. Illinois, 343 U.S. 250, 251 (1952) (citation omitted). 
 38. Id. at 263–64. 
 39. Id. at 266. 
 40. Brandenburg v. Ohio, 395 U.S. 444, 444–45 (1969) (alterations in original). 
 41. Id. at 447 (footnote omitted). 
 42. Id. at 448. 
 43. Id. at 456 (Douglas, J., concurring). 
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In Collin v. Smith, the National Socialist Party of America planned a 
march through the streets of the Village of Skokie, Illinois, a community that 
thousands of Holocaust survivors called home.44 The Village issued an 
ordinance that mandated (as a prerequisite for obtaining a permit to march) 
that the group “will not portray criminality, depravity or lack of virtue in, or 
incite violence, hatred, abuse or hostility toward a person or group of persons 
by reason of reference to religious, racial, ethnic, national or regional 
affiliation.”45 Another ordinance prohibited “the dissemination of any 
materials within the Village of Skokie which promotes and incites hatred 
against persons by reason of their race, national origin, or religion, and is 
intended to do so.”46 The Seventh Circuit Court of Appeals stated that its 
“task . . . is to decide whether the First Amendment protects the activity in 
which [the National Socialist Party of America] wish[es] to engage, not to 
render moral judgment on their views or tactics.”47 The Village asserted “that 
Beauharnais implicitly sanctions prohibiting the use of First Amendment 
rights to invoke racial or religious hatred even without reference to fears of 
violence.”48 The Seventh Circuit found this argument insufficient.49 Instead, 
the court found that the “government has no power to restrict expression 
because of its message, its ideas, its subject matter, or its content.”50 In 
quoting N.Y. Times Co. v. Sullivan,51 the Seventh Circuit impressed the 
“profound national commitment to the principle that debate on public issues 
should be uninhibited, robust, and wide-open.”52 The Court did concede that 
“[i]t is, after all, in part the fact that our constitutional system protects 
minorities unpopular at a particular time or place from governmental 
harassment and intimidation, that distinguishes life in this country from life 
under the Third Reich.”53 As such, hate speech can either be viewed as 
fighting words or true threats. 

 
 44. Collin v. Smith, 578 F.2d 1197, 1199 (7th Cir. 1978). 
 45. Id. (citation omitted). 
 46. Id. (citation omitted). 
 47. Id. at 1201. 
 48. Id. at 1205 (emphasis in original) (footnote omitted). 
 49. Id. 
 50. Id. at 1202 (quoting Police Dep’t of Chicago v. Mosley, 408 U.S. 92, 95 (1972)). 
 51. Id. (quoting Mosley, 408 U.S. at 95 (quoting N.Y. Times Co. v. Sullivan, 376 U.S. 254, 270 
(1964))). 
 52. Id. (quoting Mosley, 408 U.S. at 95 (quoting Sullivan, 376 U.S. at 270)). 
 53. Id. at 1201. 
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B. Fighting Words 

The Court in Chaplinsky v. New Hampshire defined “fighting words” as 
“those which by their very utterance inflict injury or tend to incite an 
immediate breach of the peace.”54 The Court opined that, 

[i]t has been well observed that such utterances are no essential 
part of any exposition of ideas, and are of such slight social value 
as a step to truth that any benefit that may be derived from them is 
clearly outweighed by the social interest in order and morality.55 

Over fifty years after Chaplinsky, in R.A.V. v. St. Paul, the city of St. 
Paul issued a Bias-Motivated Crime Ordinance, which read: 

Whoever places on public or private property a symbol, object, 
appellation, characterization or graffiti, including, but not limited 
to, a burning cross or Nazi swastika, which one knows or has 
reasonable grounds to know arouses anger, alarm or resentment in 
others on the basis of race, color, creed, religion or gender commits 
disorderly conduct and shall be guilty of a misdemeanor.56 

The Court held that “[d]isplays containing abusive invective, no matter 
how vicious or severe, are permissible unless they are addressed to one of the 
specified disfavored topics.”57 It explained that “[t]he First Amendment does 
not permit [the city] to impose special prohibitions on those speakers who 
express views on disfavored subjects.”58 Thus, the ordinance violated the ban 
on subject-matter discrimination because it singled out “race, color, creed, 
religion or gender.”59 

This case is indicative of the Supreme Court’s aversion to viewpoint 
discrimination and subject-matter discrimination. Moreover, it is evidence 
that content-based regulations must pass the strict scrutiny test.60 Yet, there 
are exceptions that permit the government to prohibit speech.61 First, “[w]hen 
the basis for the content discrimination consists entirely of the very reason 

 
 54. Chaplinsky v. New Hampshire, 315 U.S. 568, 572 (1942). 
 55. Id. (footnote omitted). 
 56. R.A.V. v. St. Paul, 505 U.S. 377, 380 (1992) (citation omitted). 
 57. Id. at 391. 
 58. Id. (citations omitted). 
 59. Id.  
 60. Reed v. Town of Gilbert, 135 S. Ct. 2218, 2226–28 (2015).  
 61. See infra notes 62–68 and accompanying text. 
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the entire class of speech at issue is proscribable, no significant danger of 
idea or viewpoint discrimination exists.”62 The Court explained that “[s]uch 
a reason, having been adjudged neutral enough to support exclusion of the 
entire class of speech from First Amendment protection, is also neutral 
enough to form the basis of distinction within the class.”63 Second, the Court 
previously dealt with so-called “secondary effects” of speech-prohibitory 
regulations,64 and in R.A.V., explained that when “secondary effects” are 
implicated, the regulation is “justified without reference to the content of 
the . . . speech.”65 The Court echoed its previous sentiment that “[l]isteners’ 
reactions to speech are not the [intended] ‘secondary effects’” as “[t]he 
emotive impact of speech on its audience is not a ‘secondary effect.’”66 Third, 
conduct restrictions may be allowed “since words can in some circumstances 
violate laws directed not against speech but against conduct . . . , a particular 
content-based subcategory of a proscribable class of speech can be swept up 
incidentally within the reach of a statute directed at conduct rather than 
speech.”67 Finally, the Court recognizes a catchall exception for speech “so 
long as the nature of the content discrimination is such that there is no 
realistic possibility that official suppression of ideas is afoot.”68 

The form of judicial review known as “strict scrutiny” requires a two-
prong test.69 First, courts determine if the underlying governmental 
objectives are “compelling.”70 As the government is impeding upon a core 
constitutional right, “only the most pressing circumstances can justify the 
government action.”71 Next, courts analyze “if the law is a narrowly tailored 
means of furthering those governmental interests.”72 In order to be narrowly 
tailored, the law must “capture within its reach no more activity (or less) than 
is necessary to advance those compelling ends.”73 That is to say that it “must 

 
 62. R.A.V. v. St. Paul, 505 U.S. 377, 388 (1992). 
 63. Id. 
 64. See Renton v. Playtime Theatres, 475 U.S. 41, 47 (1986) (distinguishing between concerns 
about the content of adult movie theaters and “the secondary effects of such theaters on the surrounding 
community” (emphasis in original)).  
 65. R.A.V., 505 U.S. at 389 (emphasis in original) (quoting Renton, 475 U.S. at 48). 
 66. Id. at 394 (quoting Boos v. Barry, 485 U.S. 312, 321 (1988)). 
 67. Id. at 389 (citations omitted). 
 68. Id. at 390. 
 69. Adam Winkler, Fatal in Theory and Strict in Fact: An Empirical Analysis of Strict Scrutiny 
in the Federal Courts, 59 VAND. L. REV. 793, 800 (2006). 
 70. Id. 
 71. Id. (footnote omitted). 
 72. Id. 
 73. Id. 
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be the ‘least restrictive alternative’ available to pursue those ends.”74 By 
analyzing the “‘fit’ between the ends and the means,” courts can assess the 
veracity of the government’s alleged goal.75 

The Supreme Court has explained that “the reason why fighting words 
are categorically excluded from the protection of the First Amendment is not 
that their content communicates any particular idea, but that their content 
embodies a particularly intolerable (and socially unnecessary) mode of 
expressing whatever idea the speaker wishes to convey.”76 They are 
“personally abusive epithets which, when addressed to the ordinary citizen, 
are, as a matter of common knowledge, inherently likely to provoke violent 
reaction.”77 

In Snyder v. Phelps, the father of a deceased military service member 
brought an action against a fundamentalist church and its members who held 
an anti-homosexual demonstration near the service member’s funeral.78 The 
Court explained that speech is protected if it is a matter of public concern, 
and that “[d]eciding whether speech is of public or private concern require[d] 
[it] to examine the ‘content, form, and context’ of that speech.”79 In addition, 
the Court felt that liability hinged on the content—not the location—of the 
speech.80 Thus, it stated that the church’s choice of “where and when” to 
conduct its picketing was “subject to reasonable time, place, or manner 
restrictions.”81 The Court “identified a few limited situations where the 
location of targeted picketing can be regulated under provisions that . . . [are] 
content neutral.”82 As a result, content-based restrictions receive the highest 
level of scrutiny and content-based speech enjoys the most protection, but 
content-neutral “‘time, place and manner’ regulations” differ and allow 
certain speech to be punished.83 

 
 74. Id. at 800–01 (footnote omitted). 
 75. Id. at 801. 
 76. R.A.V. v. St. Paul, 505 U.S. 377, 393 (1992) (emphasis in original).  
 77. Cohen v. California, 403 U.S. 15, 20 (1971) (citation omitted). 
 78. Snyder v. Phelps, 562 U.S. 443, 448–50 (2011). 
 79. Id. at 453 (internal quotes omitted). 
 80. Id. at 454–56. 
 81. Id. at 456 (citation omitted). 
 82. Id. at 457. 
 83. See Police Dep’t of Chicago v. Mosley, 408 U.S. 92, 98 (1972) (explaining that content-
based restrictions must pass strict scrutiny, but content-neutral “time, place and manner” restrictions may 
be upheld if they are “necessary to further significant governmental interests,” a less demanding level of 
scrutiny). 
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C. True Threats 

The Court in Virginia v. Black defined a “true threat” as a statement 
“where the speaker means to communicate a serious expression of an intent 
to commit an act of unlawful violence to a particular individual or group of 
individuals.”84 Thus, the speaker does not actually have to intend to carry out 
the threat, but instead the prohibition “protects individuals from the fear of 
violence and the disruption that fear engenders, as well as from the possibility 
that the threatened violence will occur.”85 Here, the harm is not the 
subsequent violence, but the fear instilled by the threat itself, and this harm 
happens immediately. One enumerated form of a true threat is intimidation 
“where a speaker directs a threat to a person or group of persons with the 
intent of placing the victim in fear of bodily harm or death.”86 Virginia 
involved the burning of a cross on someone’s lawn, and the Court cited to 
the pernicious “history of cross burning in this country” to show “that cross 
burning is often intimidating, intended to create a pervasive fear in victims 
that they are a target of violence.”87 Cross burning cannot be considered a 
fighting word because it is not intended or likely to invoke a violent response. 
Here, the Court held that the government cannot prohibit all cross burning, 
but the government can prohibit cross burning done with the intent to threaten 
or intimidate, as this would qualify as a “true threat.”88 But there must be 
proof that the cross burning was a true threat.89 

The Supreme Court jurisprudence surrounding the First Amendment has 
evolved in the past century.90 The Court has carved out exceptions to free 
speech when that speech is an incitement to imminent lawless action, a 
fighting word, or a true threat.91 The true threat doctrine parts ways from the 
incitement doctrine, as it does not mandate an imminency requirement.92 And 
one of the purposes in banning fighting words is to protect the speaker from 
the natural harm that could arise as a result of uttering the fighting words.93 
In its collective jurisprudence on the subject, the Supreme Court has yet to 

 
 84. Virginia v. Black, 538 U.S. 343, 359 (2003). 
 85. Id. at 359–60 (citation omitted). 
 86. Id. at 344. 
 87. Id. at 360. 
 88. Id. at 359–60. 
 89. Id. at 368 (striking down the portion of the Virginia statute providing that cross burning 
served as prima facie evidence of an intent to intimidate). 
 90. See supra notes 14–89 and accompanying text. 
 91. See supra notes 23–89 and accompanying text. 
 92. See supra notes 84–89 and accompanying text. 
 93. See generally Cohen v. California, 403 U.S. 15, 20 (1971) (implying harmful words could 
invoke harmful action). 
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fashion a cohesive model for how to constitutionally proscribe hate speech 
to ensure that free speech protections no longer lead to individuals feeling 
harassed or threatened, or as though they may be the victims of violence. 

II. HATE SPEECH ONLINE AND HATE CRIMES IN PERSON 

As of 2019, approximately 70% of Americans use at least one social 
media website.94 Social media has been described as “web-based 
communication tools that enable people to interact with each other by [both] 
sharing and consuming information.”95 Features common to most social 
media platforms include personal user accounts, profile pages, the ability to 
make original posts, friends/followers, groups, searchable hashtags, Like 
buttons, comment sections, news feeds, personalization, and notifications.96 

What commences as hate speech on social media often leads to hate 
crimes in person.97 A 2018 study found that over half of Americans surveyed 
said that they have been personally harassed online, with more than one-third 
reporting severe harassment.98 Sixty-two percent of Americans surveyed 
viewed online harassment “as a major problem” and seventy-nine percent 
feel that online services “have a duty to step in when harassment occurs on 
their platforms.”99 The Simon Wiesenthal Center released its 2019 Digital 
Terrorism & Hate Report Card, which provided a letter grade to social media 
platforms regarding their efforts to combat hate, with the highest grade given 
a B+ and the lowest, a barely passing D+.100 The Center estimates that there 
are “approximately 15,000 problematic Web sites, social networking pages, 
forums and newer online technology games and apps” that are used to 
transmit acrimonious rhetoric.101 Moreover, there are currently 
approximately 1,020 hate groups operating in some fashion across the 

 
 94. Social Media Fact Sheet, supra note 5. 
 95. Daniel Nations, What Is Social Media?, LIFEWIRE, https://www.lifewire.com/what-is-social-
media-explaining-the-big-trend-3486616 (last updated Nov. 24, 2019) (emphasis omitted). 
 96. Id. 
 97. See generally Evanna Hu & Hugh Brooks, When Radical Online Political Speech Transitions 
to Physical Violence, PAC. STANDARD (Aug. 24, 2018), https://psmag.com/social-justice/when-radical-
speech-gets-physical (displaying the vulnerability of online platforms and how the opposition may 
retaliate in the real world). 
 98. Online Hate and Harassment, supra note 6. 
 99. Duggan, supra note 8. 
 100. Digital Terrorism & Hate Report Card, SIMON WIESENTHAL CTR., http://digitalhate.net/ 
inicio.php (last visited Dec. 11, 2019). 
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country.102 And “[f]or the first time in . . . years, hate groups were [recently] 
found in all 50 states.”103 

In a 2017 Supreme Court case, Justice Anthony Kennedy said that “we 
cannot appreciate yet [cyberspace’s] full dimensions and vast potential to 
alter how we think, express ourselves, and define who we want to be.”104 
Mainstream social networking sites struggle with how to handle hate groups 
on their platforms, while balancing “the right to share and debate ideas with 
the responsibility to protect society against potential attacks.”105 The Unite 
the Right Rally in Charlottesville in August 2017 was a chief illustration of 
how the ease of online speech can vivify hate groups in a way that leads to 
violence.106 These groups used the Internet to recruit and circulate 
propaganda.107 They used content-specific websites and chat rooms, as well 
as mainstream social media platforms, to plan the rally.108 Over the course of 
the two months before the rally, “there were over 35,000 vitriolic messages 
on 44 ‘channels’ on the Charlottesville 2.0 server on the gaming platform 
Discord.”109 After the rally, these groups attempted to use platforms to raise 
money for their legal defenses.110 Some platforms deactivated accounts, but 
users responded accordingly by finding new ways to spread their hate-fueled 
messages.111 

Facebook CEO Mark Zuckerberg said that Facebook has always “taken 
down any post that promotes or celebrates hate crimes or acts of terrorism” 
and that it would continue to “take down threats of physical harm.”112 But 
activist organizations contend that these measures are still not sufficient.113 
In 2016, Facebook was provided with a list of over 200 hate groups that were 
on the site.114 The list included pages devoted to denying the Holocaust, as 
well as white-nationalist, anti-Muslim, black-separatist, and Neo-Nazi 
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groups.115 As of 2017, Facebook had removed only 57 of the recommended 
groups.116 The website has its own internal guidelines about what constitutes 
a hate group, and “[a] person or group must threaten violence, declare it has 
a violent mission or actually take part in acts of violence.”117 Facebook 
deletes approximately 66,000 hateful posts per week.118 

In March 2019, a massacre at two mosques in Christchurch, New 
Zealand left 50 dead and dozens more injured at the hands of a white 
supremacist who live-streamed the attack on Facebook.119 Less than two 
weeks later, Facebook announced a ban on “praise, support and 
representation of white nationalism and . . . separatism on Facebook and 
Instagram.”120 Facebook wrote that it is “clear that these concepts are deeply 
linked to organized hate groups and have no place on our services.”121 It also 
conceded the “need to get better and faster at finding and removing hate from 
our platforms.”122 Additionally, the company stated that it would “start 
connecting people who search for terms associated with white supremacy to 
resources focused on helping people leave behind hate groups.”123 

Furthermore, Facebook has decided to establish an external, independent 
oversight board with the power to hear appeals to evaluate and override the 
company’s decisions on taking down hateful speech.124 This leaves Facebook 
to construct a judicial system for a constituency of 2.3 billion, a feat that 
includes identifying who will decide what cases can be appealed and whether 
the decisions will be published like Supreme Court decisions.125 The initial 
court would consist of forty paid judges—neither affiliated with Facebook 
nor the government—“serving on a part-time basis for three-year terms.”126 
The court would be equipped with the power “to overrule Facebook’s content 
moderators, but not to rewrite the company’s Community Standards.”127 The 
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judges would also be provided with context when deciding cases in order to 
best understand the motivations behind each post.128 

Another major social media platform, Twitter, also reacted following the 
events in Charlottesville.129 Twitter CEO Jack Dorsey described more 
aggressive policies, including treating hateful imagery and hate symbols on 
Twitter as “sensitive media,” meaning that “the content will be blurred and 
users will need to manually opt in to view” it.130 But Twitter did not explicate 
on what it considers a “hate symbol.”131 Twitter’s policy on hateful conduct 
states that, “[y]ou may not promote violence against or directly attack or 
threaten other people on the basis of race, ethnicity, national origin, sexual 
orientation, gender, gender identity, religious affiliation, age, disability, or 
serious disease.”132 It also does not allow accounts whose primary purpose is 
inciting harm towards others on the basis of these categories.133 It also does 
not permit “hateful images or symbols” in profile images or profile headers, 
or using a “username, display name, or profile bio to engage in abusive 
behavior, such as targeted harassment or expressing hate towards a person, 
group, or protected category.”134 The social networking platform says that it 
is “committed to combating abuse motivated by hatred, prejudice or 
intolerance, particularly abuse that seeks to silence the voices of those who 
have been historically marginalized.”135 Twitter’s policy applies when users 
make “violent threats”; “[w]ish[], hop[e] or call[] for serious harm on a 
person or group of people”; make “[r]eferences to mass murder, violent 
events, or specific means of violence where protected groups have been the 
primary targets or victims”; “[i]ncit[e] fear about a protected category”; 
“[r]epeat[] . . . slurs, epithets, racist and sexist tropes, or other content that 
degrades someone”; or share “[h]ateful imagery.”136 When determining the 
penalty for violating this policy, Twitter considers “a number of factors,” 
such as “the severity of the violation and an individual’s previous record of 
rule violations.”137 It may ask the user to remove the content in question and 
“serve a period of time in read-only mode before they can Tweet again.”138 
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Those who have subsequent violations will be subjected to longer read-only 
periods and may eventually find their accounts permanently suspended.139 If 
an account “is engaging primarily in abusive behavior, or is deemed to have 
shared a violent threat,” it will be permanently suspended.140 

YouTube, and its owner Google, also vowed to do more to remove 
hateful content.141 Currently, YouTube states that it removes “content 
promoting violence or hatred against individuals or groups” based on the 
following attributes: age, disability, ethnicity, gender, nationality, race, 
immigration status, religion, sex, sexual orientation, or veteran status.142 The 
video sharing platform instructs users not to post content if their purpose is 
to “[e]ncourage violence against individuals or groups” or “incite hatred” 
based on the aforementioned attributes, or to dehumanize individuals or 
groups by calling them subhuman, comparing them to animals, insects, pests, 
disease, or any other non-human entity.143 Channels are terminated after 
receiving three strikes.144 But YouTube promised to take a “tougher stance” 
on videos that contain, for instance, “inflammatory religious or supremacist 
content” by including an “interstitial warning” and not allowing the offensive 
videos to be “monetized, recommended or eligible for comments or user 
endorsements.”145 

In addition to posting content online, hate groups also utilize the Internet 
to raise funds ahead of any potential real-world events.146 PayPal attempts to 
ensure that its services are not used to accept payments or donations that 
“promote hate, violence or racial intolerance.”147 Crowd-funding platform 
GoFundMe has also shut down campaigns to raise money for James Fields, 
the man convicted of first-degree murder after he drove into a crowd of 
people at a rally in response to Charlottesville, amongst other fundraisers 
supporting white-nationalist or neo-Nazi groups.148 Yet other groups 
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circumvent these hurdles by using alt-right-focused platforms or 
cyptocurrency.149 

Furthermore, many hate groups have their own websites, hosted via 
companies like GoDaddy and Google Domains.150 Unfortunately though, 
web hosts do not have any legal liability or responsibility unless sites are 
violating federal crimes or infringing on another’s intellectual property 
rights.151 

Finally, the so-called “dark web,” is a hidden network that can only be 
accessed through special browsers, not traditional search engines.152 There 
are pros and cons for hate groups that are forced onto the dark web. First, 
there is overall less digital policing, meaning that they have more freedom 
and more lax standards regarding what can be posted and what will and will 
not be removed.153 On the other hand, the audiences are typically much 
smaller than what mainstream social media accounts will receive or what 
Internet users can find using a traditional search engine.154 

Forty civil- and human-rights organizations have joined forces to inform 
Internet companies that they want to “CHANGE THE TERMS.”155 They 
view websites as “new tools to those who want to hatefully threaten, harass, 
intimidate, defame, or even violently attack people different from 
themselves.”156 As such, this permits organizers “to mobilize, organize, 
fundraise, and normalize racism, sexism, bigotry, and xenophobia.”157 The 
Change the Terms policies were drafted by the Center for American Progress, 
Color of Change, Free Press, the Lawyers’ Committee for Civil Rights Under 
Law, the National Hispanic Media Coalition, and the Southern Poverty Law 
Center.158 They hope to formulate a “set of uniform model policies that civil 
and human rights organizations could point to as best practices” and “that 
these new policies can set a benchmark to measure the progress of major tech 
companies, as well as a guide for newer companies wrestling with some of 
these issues for the first time.”159 A company who adopts these policies 
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“commits to not allowing [its] services to be used for hateful activities.”160 
And the policies include provisions for enforcement, the right to appeal, 
transparency, evaluation and training, governance and authority, and state 
actors, bots, and trolls.161 

While hate speech is still constitutionally protected in many respects, the 
federal government has enacted laws that criminalize acts of hatred.162 A hate 
crime is “a traditional offense like murder, arson, or vandalism with an added 
element of bias.”163 “[T]he FBI has defined a hate crime as a ‘criminal 
offense against a person or property motivated in whole or in part by an 
offender’s bias against a race, religion, disability, sexual orientation, 
ethnicity, gender, or gender identity.’”164 

In 1968, President Lyndon Johnson signed the first federal hate-crime 
statute into law, which 

made it a crime to use, or threaten to use, force to willfully interfere 
with any person because of race, color, religion, or national origin, 
and because the person is participating in a federally protected 
activity, such as public education, employment, jury service, 
travel, or the enjoyment of public accommodations, or helping 
another person to do so.165  

The same year,166 the Fair Housing Act included a provision that made 
it a crime to use force or threaten to use force to interfere with housing rights 
on the basis of race, color, religion, sex, or national origin.167 Nearly 30 years 
later, Congress passed the Church Arson Prevention Act, whereby it is a 
“crime to deface, damage, or destroy religious real property, or interfere with 
a person’s religious practice, in situations affecting interstate commerce.”168 
In addition, the Act “bars defacing, damaging, or destroying religious 
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property because of the race, color, or ethnicity of persons associated with 
the property.”169 

In 2009, President Barack Obama signed the Matthew Shepard and 
James Byrd Jr. Hate Crimes Prevention Act into law.170 This law expands the 
federal definition of hate crimes and provides funding and technical 
assistance to state, local, and tribal jurisdictions to assist them in more 
effectively investigating and prosecuting hate crimes.171 The Act criminalizes 
willfully causing bodily injury (or attempting to do so with fire, firearm, or 
other dangerous weapon) when: (1) the crime was committed because of the 
“actual or perceived race, color, religion, or national origin” of any person; 
or (2) the crime was committed because of the “actual or perceived religion, 
national origin, gender, sexual orientation, gender identity, or disability” of 
any person and the crime affected interstate or foreign commerce or occurred 
within federal special maritime and territorial jurisdiction.172 This law 
“removed then existing jurisdictional obstacles to prosecutions of certain 
race- and religion-motivated violence, and added new federal protections 
against crimes based on gender, disability, gender identity, or sexual 
orientation.”173 Now, before the Civil Rights Division prosecutes a hate 
crime, the Attorney General must certify in writing that:  

(A) the State does not have jurisdiction; (B) the State has requested 
that the Federal Government assume jurisdiction; (C) the verdict 
or sentence obtained pursuant to State charges left demonstratively 
unvindicated the Federal interest in eradicating bias-motivated 
violence; or (D) a prosecution by the United States is in the public 
interest and necessary to secure substantial justice.174 

It is also a crime to conspire “to injure, oppress, threaten, or intimidate 
any person . . . in the free exercise or enjoyment of any right or privilege 
secured to him by the Constitution or laws of the United States, or because 
of his having so exercised the same.”175 

Moreover, in Wisconsin v. Mitchell, the Supreme Court held that 
enhanced sentencing for bias-motivated crimes does not impinge on a 
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defendant’s First Amendment rights.176 Thus, government-neutrality for 
topics or viewpoints only applies to speech, not to conduct. “The First 
Amendment . . . does not prohibit the evidentiary use of speech to establish 
the elements of a crime or to prove motive or intent. Evidence of a 
defendant’s previous declarations or statements is commonly admitted in 
criminal trials subject to evidentiary rules dealing with relevancy, reliability, 
and the like.”177 This case established groundbreaking precedent concerning 
the crosshairs between free-speech and hate-crime legislation.178 

The key is that these laws criminalize hate crimes, but not hate speech. 
Consequently, speech must lead to actions before it can be punished. This is 
compounded by the fact that these statutes are not focused on the Internet. 
However, there are other federal laws that regulate the online space.179 
Congress enacted the Communications Decency Act of 1996 (CDA) to fight 
indecency and obscenity online.180 Section 230 of the Act states that, “[n]o 
provider or user of an interactive computer service shall be treated as the 
publisher or speaker of any information provided by another information 
content provider.”181 That is, online intermediaries that host or republish 
speech are immune from liability for statements made by others. These 
intermediaries include not only regular Internet Service Providers (ISPs), but 
also a range of “interactive computer service[]” providers, which are online 
services that publish third-party content.182 The Act also protects bloggers 
from comments posted by readers.183 

In 1998, Congress enacted the Children’s Online Privacy Protection Act 
(COPPA) in order to protect the online privacy of children under the age of 
thirteen.184 It “imposes certain requirements on operators of websites or 
online services directed to children under 13 years of age, and on operators 
of other websites or online services that have actual knowledge that they are 
collecting personal information online from a child under 13 years of age.”185 
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The question lingers as to why this legislation, which is focused on protecting 
children’s privacy, does not aim to protect children from such speech. 

In seeking alternative resources, the intentional infliction of emotional 
distress is a common law tort that permits recovery for severe emotional 
distress caused by “extreme and outrageous conduct” or conduct that exceeds 
“all bounds . . . of decency.”186 If the conduct in question is continuous or 
repetitive in nature, the likelihood that it is outrageous increases.187 In 
addition, if the speaker is aware of a particular emotional weakness or 
sensitivity on the part of his or her target and exploits that, this person’s 
action also qualifies as outrageous.188 Another tort is the negligent infliction 
of emotional distress, which requires a potential defendant to take 
precautions to avoid disturbing another’s mental or emotional tranquility, 
either intentionally or unintentionally.189 The standard of care in a negligence 
action is that which a reasonable person should exercise under the 
circumstances.190 Here, though, physical manifestations of the stress should 
be shown.191 The difficulty that lies in attempting to hold platforms legally 
responsible for not removing hate under a common law theory is that 
secondary or vicarious liability applies when there is an agency relationship, 
and the “right and ability to supervise” is done by the “beneficiary of that 
exploitation.”192 The business model of these sites is that users create the 

 
 186. RESTATEMENT (SECOND) OF TORTS: OUTRAGEOUS CONDUCT CAUSING SEVERE 
EMOTIONAL DISTRESS § 46 (AM. LAW INST. 1965) (“One who by extreme and outrageous conduct 
intentionally or recklessly causes severe emotional distress to another is subject to liability for such 
emotional distress, and if bodily harm to the other results from it, for such bodily harm.”); id. at cmt. d. 
 187. “Liability has been found only where the conduct has been so outrageous in character, and 
so extreme in degree, as to go beyond all possible bounds of decency, and to be regarded as atrocious, and 
utterly intolerable in a civilized community. Generally, the case is one in which the recitation of the facts 
to an average member of the community would arouse his resentment against the actor, and lead him to 
exclaim, ‘Outrageous!’” Id. at cmt. d. 
 188. “The extreme and outrageous character of the conduct may arise from the actor’s knowledge 
that the other is peculiarly susceptible to emotional distress, by reason of some physical or mental 
condition or peculiarity. The conduct may become heartless, flagrant, and outrageous when the actor 
proceeds in the face of such knowledge, where it would not be so if he did not know. It must be emphasized 
again, however, that major outrage is essential to the tort; and the mere fact that the actor knows that the 
other will regard the conduct as insulting, or will have his feelings hurt, is not enough.” Id. at cmt. f. 
 189. RESTATEMENT (SECOND) OF TORTS § 312–13 (AM. LAW INST. 1965). 
 190. Id.  
 191. Id.  
 192. Shapiro, Bernstein & Co. v. H.L. Green Co., 316 F.2d 304, 307 (2d Cir. 1963) (citations 
omitted) (“When the right and ability to supervise coalesce with an obvious and direct financial 
interest[,] . . . even in the absence of actual knowledge that the copyright monopoly is being 
impaired[,] . . . . the purposes of copyright law may be best effectuated by the imposition of liability upon 
the beneficiary of that exploitation.”). 

 



150 Vermont Law Review [Vol. 44:129 

content, not the websites.193 But one can still argue that social media 
platforms “supervise” the content—especially as there exists the ability to 
report posts that do not abide by stipulated policies—and simultaneously 
“benefit” from having more users take advantage of their services.194 

The current climate is indicative of the dangers of hate speech and the 
very real and very frightening crimes that can happen because of the 
propagation of that speech. Therefore, it is due time for legal and regulatory 
reform, both on the part of private and governmental action. 

III. A PRESCRIPTION FOR LEGAL AND REGULATORY REFORM 

One of the seminal United States Supreme Court defamation cases 
explained that, “[u]nder the First Amendment there is no such thing as a false 
idea. However pernicious an opinion may seem, we depend for its correction 
not on the conscience of judges and juries but on the competition of other 
ideas.”195 There are those who claim that hate speech promotes dialogue and 
debate and is not a false statement of fact like libel.196 Yet, these claims 
ignore the crucial fact that hate speech can, and often does, lead to hate crimes 
of physical acts of violence targeting specific individuals or communities.197 
According to the FBI, in 2018, there were 7,036 single-bias incidents 
involving 8,646 victims.198 The largest bias-motivation was on the basis of 
race/ethnicity/ancestry, followed by religion, then sexual orientation, gender 
identity, disability, and gender.199 

Hate speech can provide “vocabulary and grammar depicting a common 
enemy . . . [and establish] a mutual interest in trying to rid society of the 
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designated pest.”200 An essential inquiry, as a starting point, is determining 
what the harm is in hate speech. First, hate speech allows for radicalization 
and for those with hateful views to feel normal.201 When normalization 
occurs, ideas and viewpoints can move from the fringe to the conventional.202 
By expanding due to the infinite vastness of the online world, these beliefs 
can gain traction and momentum.203 This allows an audience to grow, 
consisting of those who identify with these feelings and emotions and the 
expression behind the speech.204 What is troublesome is that this behavior is 
abetted by algorithms on platforms that spiral users down a so-called 
“feedback loop,” showcasing more and more deleterious content.205 Once 
down the rabbit hole of toxic propaganda, it is hard to climb back up. 

It is not difficult to draw a parallel between this phenomenon and the 
radicalization of extremists and terrorists.206 But, while this is akin to the 
spreading of terroristic ideologies, the online world has taken a harsher stance 
against a perception of inadvertently promoting terrorism-sympathizing 
material.207 This is compounded by the fact that federal agencies do not even 
supply common definitions for “domestic terrorism” or a “domestic 
terrorist.”208 And these governmentally-circulated lists provide social media 
companies with a starting point on how to police their community content.209 
Many companies also rely on a shared database of terrorist content, 
coordinated through the Global Internet Forum to Counter Terrorism, to 
expedite the removal of toxic posts.210 Crucially, the Forum is capable of 
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ideology dissemination). 
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identifying information based upon the information curated by official 
organizations.211 

Under federal law, the term “domestic terrorism” denotes activities that: 
(1) “involve acts dangerous to human life that are a violation of the criminal 
laws of the United States or of any State;” (2) “appear to be intended . . . to 
intimidate or coerce a civilian population; . . . influence the policy of a 
government by intimidation or coercion; or . . . to affect the conduct of a 
government by mass destruction, assassination, or kidnapping;” and (3) 
“occur primarily within the territorial jurisdiction of the United States.”212 
Several states have enacted statutes imposing criminal liability for making 
“terroristic threats.”213 Terrorists do not become indoctrinated from videos 
instructing people how to make bombs, but rather from speeches by 
extremists.214 But the FBI does not monitor these websites due to restrictions 
imposed by the Attorney General Guidelines.215 These Guidelines were 
originally devised to prohibit the FBI from investigating speech activities 
when there is not a call for violence, or from monitoring certain political 
views.216 Instead, only criminal activity could prompt an FBI investigation.217 
Over the years, the Guidelines have been revised and molded into their 
current form.218 Now, FBI agents are prohibited from proactively monitoring 
websites unless they suspect criminal activity.219 But they can still use public 
databases and websites to search for evidence of criminality or potential 
threats to national security.220 

Next, social influence plays a role in weaponizing inflammatory 
discourse. Social influence is the phenomenon that occurs when someone’s 
emotions, opinions, or behaviors are either consciously or unconsciously 
impacted by others.221 Particular communications can cause changes in 
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attitudes and beliefs that can either be surface level or “integrated into the 
person’s value system.”222 Psychologist Herbert Kelman identified three 
varieties of social influence.223 First, compliance is the theory that “an 
individual accepts influence because he hopes to achieve a favorable reaction 
from another person or group.”224 The “satisfaction derived from compliance 
is due to the social effect of accepting influence.”225 Second, identification 
occurs “when an individual accepts influence because he wants to establish 
or maintain a satisfying self-defining relationship to another person or a 
group.”226 Now the “satisfaction” is “due to the act of conforming as such.”227 
Third, internalization happens “when an individual accepts influence because 
the content of the induced behavior—the ideas and actions of which it is 
composed—is intrinsically rewarding.”228 This time, “satisfaction” is “due to 
the content of the new behavior.”229 

The damage caused because of the power of social influence lies in the 
affirmation that perpetrators receive when their uploaded content receives 
likes, shares, views, and comments.230 Because of the dopamine rush that 
they will experience, users will feel the increased desire to continue posting 
such content with the aspiration that others will continue feeding off of this 
rhetoric and then share it.231 

Next, as the “true threats” doctrine explains,232 people feel threatened or 
harassed by speech that targets them specifically or the groups they are a part 
of. The Supreme Court has left much to be desired in its case law on this 
issue. For starters, questions linger as to whether the speaker must purport to 
instill fear into the listener, whether the speaker must know that his or her 
words will instill fear, or, on the other hand, if the heightened risk is 
sufficient.233 Additionally, threats can run the gamut of being specific, 
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conditional, or general.234 But it is essential to determine whether, as a 
society, we want to permit such behavior. The line between threatening 
speech and hate speech can be quite fine. When a social media user posts an 
image of a noose next to an African American or a swastika next to a Jewish 
person, is this a “true threat,”235 or is it protected rhetoric? And protected by 
whom—the government or the host site? Any non-governmental entity has 
the right to restrict speech as it sees fit or to penalize users who make 
comments that they deem unacceptable.236 Accordingly, by using the “true 
threats” doctrine as a model, these platforms should enforce a set of standards 
where this speech is deemed unprotected and impermissible. 

As the internet is a global network, any idea has the potential of reaching 
far across the globe. “If a hate message influences persons to attack someone, 
it does not matter whether the victim lives near or far from the location of 
transmission; the danger is just as great because the Internet is a global 
network.”237 As such, it is imperative that actions are taken to restrict the 
spread of such malignancies. There are both private and governmental 
options that can be implemented, and each carries a set of positive and 
negative consequences and its own hurdles to execution and enforcement.238 

A. Private Action 

The First Amendment does not apply to the policies of a private 
company; it only applies to actions taken by federal, state, or local 
government.239 Thus, the Supreme Court’s First Amendment jurisprudence 
does not apply to regulations disseminated by private corporations.240 So, 
private companies have the ability to make guidelines regarding what is 
hateful and impermissible, and it is not unconstitutional for them to ban users 
based upon the content that they are spreading.241 In order to have uniformity, 
all social media sharing sites should adopt these mechanisms. This would not 
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chill speech because these companies can decide that there is no value to 
having venomous language promoted on their platforms. It is also vital that 
companies are not complicit in this conduct, as users would be crippled 
without a platform where they can spread their ideology. 

And yet, there are others who question the practicality of leaving 
“such . . . complex and momentous social decision[s] to the boards of . . . 
private corporations clustered in the San Francisco and Seattle metropolitan 
areas,” especially “[g]iven the relative absence of alternative channels of 
communication.”242 Under this system, “the shape of free speech will be 
determined by popular opinion, market pressures, governmental pressures, 
and managerial conscience.”243 

But given the Internet as a tool to educate and influence, and the 
expanding role of social media as the forum where this happens, 
compromises must be made to allow these websites to remain one step ahead 
of hate. Corporate suits deciding what speech they will allow on their services 
are not distinct from the private companies across the country who decide to 
terminate employees for the rhetoric they use in the office.244 

Social networks should also log complaints to create a watch list. The 
networks could easily provide the watchlist to authorities should the need 
arise. They should also discourage people from posting hateful content by 
implementing a three-strike system, which would result in a ban and being 
added to the watch list. 

B. Governmental Action 

Essentially, any online hate speech regulations would have to pass the 
“strict scrutiny” test, meaning that they would have to be “narrowly tailored” 
to further a “compelling” governmental interest.245 A compelling interest is 
one that protects the public health, safety, or welfare.246 Drafted language 
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also must not be overbroad,247 meaning that it sweeps in too much speech, or 
vague,248 meaning that it is unclear as to what speech it sweeps under its 
umbrella. It is clear from the dramatic increase in hate crimes that this is an 
exceedingly important issue and one that the government should be obliged 
to address.249 Additionally, these non-speech elements that are secondary 
effects of hate speech should convince courts to find that speculative 
regulations pass constitutional muster. 

Legislation or regulation could enhance the legal toolkit available to 
social media networks.250 As a baseline matter, Congress has the ability to 
regulate the Internet through the Commerce Clause, which gives it the 
authority to regulate “channels of interstate commerce,” “instrumentalities of 
interstate commerce,” and “activities having a substantial relation to 
interstate commerce.”251 Various circuit courts have held that the Internet is 
a channel of interstate commerce.252 If lawmakers were to introduce 
legislation on digital hate speech, they would have to set forth a definition of 
hate speech. South Africa has recently proposed a law criminalizing hate 
speech, which it defines as “any communication that intends to harm, incite 
harm or propagate hate on the basis of race, gender, religion or nationality, 
among other inherent characteristics.”253 First-time offenders could face 
three years in prison, while repeat offenders could be imprisoned for up to 
five years.254 Germany has passed a law that will fine social networks with 
over two million members up to fifty million euros if they do not remove 
“obviously illegal” posts up to twenty-four hours after they have been 
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informed about “law-breaking material” on their platforms.255 In order to 
ensure that any newly-drafted law passes constitutional muster, the language 
would have to be drafted in such a precise way that it could not be interpreted 
as overbroad or vague.256 There should also be a requirement that the speech 
targets a protected class.257 

Regulations based in existing hate crime laws can also be drafted to 
expand protection into the digital realm. The Federal Communications 
Commission (FCC),258 a federal agency, could find that a clarifying 
regulation is necessary. This would also serve to define online hate speech 
and how it would be penalized. This process would allow for public 
involvement, as anyone could attempt to alter the proposed regulation by 
submitting a comment that the FCC would have to consider and respond to.259 
In addition, regulations could create a uniform set of principles for social 
media websites regarding the need to monitor enumerated content and could 
impose monetary fines to websites that do not fully comply. Like sentence 
enhancements,260 regulations should also allow digital hate footprints to be 
used as evidence of any related crimes. 

C. Global Action 

European Union (EU) member governments have adopted a directive 
that strengthens regulations on video-sharing platforms and other newer 
forms of media, emphasizing the public interest.261 The directive permits 
“governments to intervene in media activities on behalf of the public interest, 
as long as they are justified and proportionate.”262 The new “measures take 
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aim at ‘incitement to violence or hatred,’ and ‘public provocation to commit 
a terrorist offence.’”263 

Furthermore, “[t]o prevent and counter the spread of illegal hate speech 
online, . . . the [European] Commission agreed with Facebook, Microsoft, 
Twitter, and YouTube [to issue] a ‘Code of conduct on countering illegal 
hate speech online’ to help users notify[]” networks of “illegal hate speech” 
on their social platforms, and subsequently “improve the support to civil 
society as well as the coordination with national authorities.”264 Instagram, 
Google+, Snapchat, and other platforms later announced their intention to 
join the Code of Conduct as well.265 

The right to freedom of expression is protected by Article 19 of the 
Universal Declaration of Human Rights (UDHR), an international treaty 
adopted by the United Nations General Assembly, and given legal force 
through Article 19 of the International Covenant on Civil and Political Rights 
(ICCPR).266 And “Article 20(2) of the ICCPR provides that any advocacy of 
national, racial, or religious hatred that constitutes incitement to 
discrimination, hostility, or violence must be prohibited by law.”267 A “[s]ix-
factor threshold test” is recommended “to assist in judicial assessments of 
whether a speaker intends and is capable of having the effect of inciting their 
audience to violent or discriminatory action through the advocacy of 
discriminatory hatred.”268 The factors include: (1) the “context” (“the 
expression should be considered within the political, economic, and social 
context prevalent at the time it was communicated, for example the existence 
or history of conflict, existence or history of institutionalised discrimination, 
the legal framework, and the media landscape”); (2) the “[i]dentity of the 
speaker” (“the position of the speaker as it relates to their authority or 
influence over their audience, in particular if they are a politician, public 
official, religious or community leader”); (3) the “[i]ntent of the speaker to 
engage in advocacy to hatred; intent to target a protected group on the basis 
of a protected characteristic, and knowledge that their conduct will likely 
incite the audience to discrimination, hostility, or violence”; (4) the 
“[c]ontent of the expression” (“what was said, including the form and the 
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style of the expression, and what the audience understood by this”); (5) the 
“[e]xtent and magnitude of the expression” (“the public nature of the 
expression, the means of the expression, and the intensity or magnitude of 
the expression in terms of its frequency or volume”); and (6) the “[l]ikelihood 
of harm occurring, including its imminence” (“there must be a reasonable 
probability of discrimination, hostility, or violence occurring as a direct 
consequence of the incitement”).269 

At the EU level, states are required to sanction racism and xenophobia 
through “effective, proportionate and dissuasive criminal penalties.”270 There 
are “four categories of incitement to violence or hatred offences that States 
are required to criminalise with penalties of up to three years,” but “States 
are afforded the discretion of choosing to punish only conduct which is 
carried out in ‘a manner likely to disturb public order’ or ‘which is 
threatening, abusive, or insulting.’”271 “Criminal provisions directly 
restricting the most serious forms of ‘hate speech’ are provided in the 
criminal laws” of Austria, Germany, Hungary, Italy, Poland, and the United 
Kingdom, most evidently in the criminal or penal codes of those countries.272 

The EU model can be influential in crafting regulations in the United 
States that would also permit our government “to intervene in media 
activities on behalf of the public interest.”273 

D. Judicial Action 

With the ease of using the Internet to disperse virulent messages, it is 
time for the Supreme Court to revisit its previous hate speech decisions to 
craft new law amenable to the modern age. Recently, a court decided that a 
neo-Nazi’s right to free speech did not extend to online harassment.274 On his 
website, the defendant “published over 30 related posts,” including “the 
phone numbers, email addresses and social media profiles of [the victim], her 
husband and 12-year-old son, as well as friends and colleagues.”275 Within a 
few months, the victim and her “family had received more than 700 vulgar 
and hateful messages, including death threats, many referencing the 
Holocaust. Some phone messages consisted solely of the sound of 
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gunshots.”276 The judge denied a motion to dismiss on First Amendment 
grounds and wrote that the victim was a private citizen, not a public figure, 
and that the defendant incited his followers to harass her as part of a personal 
campaign.277 

A white supremacist was sentenced to 42 months in prison for soliciting 
violence against a jury foreman who convicted another white supremacist for 
“soliciting the murder of a federal judge.”278 On his website, he instructed 
others to injure the juror and posted derogatory comments about him.279 Prior 
to this incident, the same defendant posted to his site “the home address[es] 
and/or personal identifying information of individuals who were targets of 
criticism on the Internet.”280 He was also aware that “the target audience of 
his web site . . . at times engaged in acts of violence, directed at non-whites, 
Jews, gays and persons perceived by white-supremacists as acting contrary 
to their interests.”281 

Thus, it is incumbent upon the Supreme Court to address the 
convergence of hate speech and physical violence or the threat of physical 
violence, and to construct a new framework for when this speech is 
unconstitutional and thus proscribable. 

E. Oversight Review Board 

Perhaps the most advantageous solution is to create a review board, 
consisting of members from various spaces, including the government (both 
on federal and state levels), federal agencies, academia, journalism, the law, 
psychology, and educators. Such a board would be responsible for oversight 
functions, establishing uniformity, and compliance. It would also put the 
onus on a group of experts from a diversity of industries, thereby assuring 
that no single population has absolute power in policing and punishing hate 
speech. The board could draft a definition of hate speech as well as policies 
for social media platforms. This would place all sites on equal footing and 
provide users with a bright-line set of expectations as to what they can and 
cannot do online. 
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If any governmental actors were involved with the board, there would 
be state action, meaning that the First Amendment would be implicated.282 
Therefore, strict scrutiny would have to be met, and there could be neither 
subject matter nor viewpoint discrimination.283 Consequently, the board 
could focus heavily on the secondary effects of hate speech,284 as the Court 
has explained that when the government can recognize secondary effects, the 
regulation is “justified without reference to the content of the . . . speech.”285 
If the government can point to an increase in crime as a secondary effect that 
it seeks to prevent by regulating hate speech, then a court may treat the 
regulation as content-neutral even though it is content-based. 

Finally, there will be those who will claim that opponents of hate speech 
should focus on countering that speech.286 But the theory of counter-speech 
is inapposite in the debate over hate speech.287 Hate cannot drive out hate. 
The lynchpin is that hate speech does not contribute to the “marketplace of 
ideas.”288 Justice Breyer has suggested that: 

whenever government disfavors one kind of speech, it places that 
speech at a disadvantage, potentially interfering with the free 
marketplace of ideas and with an individual’s ability to express 
thoughts and ideas that can help that individual determine the kind 
of society in which he wishes to live, help shape that society, and 
help define his place within it.289 

While it is true that a tenet of our Constitution and our nation is the 
ability to speak freely and autonomously to formulate our own views and 
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opinions, that freedom is not limitless.290 It is important to remember that the 
Court has explained that, “[i]t has been well observed that [fighting words] 
are no essential part of any exposition of ideas, and are of such slight social 
value as a step to truth that any benefit that may be derived from them is 
clearly outweighed by the social interest in order and morality.”291 One 
purpose of free speech is to permit people to judge the truth and acceptability 
of various sentiments.292 But hate speech is not grounded in veracity, and it 
should not be universally perceived as acceptable. Speech must have value 
to warrant protection, and, as evinced by multiple instances occurring on 
local to global scales, hateful speech is dramatically leading to acts of 
violence, whether by the perpetrators of such words or by their voracious 
followers.293 When malevolent words are leading to murderous actions, a 
paramount question that society must ask of itself is whether that value exists. 
Only then can such rhetoric be properly regulated. 

CONCLUSION 

As the wave of a very dangerous social climate crashes upon our nation’s 
shores, it is high time to regulate hate speech online. Hate speech pumps new 
blood through the veins of hate groups and invigorates them to take the 
rhetoric that is dispersed online out to the streets to target minority groups 
and those of protected classes. Now, people no longer have to stand on 
soapboxes in the village square or hand out leaflets in order to broadcast a 
caustic message of hate or intolerance. The accessibility by which we have 
the opportunity to send and receive vitriolic messages is quite literally at our 
fingertips and can make it seem as though this speech is ubiquitous. Coupled 
with the boundless nature of cyberspace, these rancorous words are 
proliferated at lightning fast speed. The Holocaust, one of the largest mass 
genocides of all time, was not started by violence. It was started by words.294 
It was started by a group of people who shared a common belief that some 
people were more worthy than others because of uncontrollable qualities. 
This is not a political issue, a cultural issue, or a partisan issue—it is a basic 
human rights issue. It is about right versus wrong, with one clear-cut answer: 
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not to divide or single out people because of their inherent qualities. Instead, 
as a society, it is incumbent that we come together to drive out such hate and 
promote understanding, tolerance, and unification. 
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